The representation of ISVC in C and F structures oL FG: A proposal
Clement Kwamina Insaidoo Appah

Serial Verb Constructions (SVCs) have been analysaexical Functional Grammar
(LFG) as complex predicates with all the verbs sharing all the arguments ireth
construction (Bodomo 1997, 2002). In this papeardue that the complex predicate
analysis amounts to an overgeneralization of thearisly relations that usually
characterise the verbs in an SVC, since there astances where some arguments are
not shared. In its place, | propose an analysiwinch shared arguments are put into the
functional structure of the parent VP so that itegerties can be inherited by any verb
that shares that argument. Any argument that isshared will occur with the verb with
which it is associated only in the functional sture of that verb.
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0. Introduction *

Serial verb constructions (SVCs) have been dividéa two broad types based on the criterion
of event integrationThe types are integrated serial verb construdii®wC) or SVC proper and
Clause Chaining (CC) Osam (1994). Among the defifi@atures of SVCs is argument sharing —
the requirement that verbs in the constructioneskame core arguments — subject and/or object.
Various syntactic theories have different ways epresenting this sharing relationship. In
Lexical Functional Grammar (LFG), SVCs have beealym®ed ascomplex predicateswith all

the verbs forming onBREDCHAIN and sharing all the arguments in the constru¢gmdomo
1997, 2002). That means, if there are five verld tlmee objects in the construction, all five
verbs will form one complex predicate and shar¢hallthree objects.

In this paper, whilst rejecting the proposed repmégtion of this relationship because it
amounts to overgeneralisation of the sharing waiatips that characterise SVCs, | give an
alternative proposal in which all and only shareglenent are put in the F-structure of the parent
VP so that its properties can be inherited by allghter VPs. This means, there will one parent
VP that will have as many daughter VPs as thereveniags in the construction. If an argument is
specified as an argument of the parent VP, it midan that argument will be an argument of
each daughter VP. Any argument that is not shanddoaecur with the verb with which it is
associated only in the functional structure of thexb. This analysis is motivated by the fact that,
though argument sharing is common with SVCs, tlaesconstructions in which none of the
arguments is shared. Therefore, | argue that tpenaent sharing relation should not be overly
generalised.

The paper begins with a sample of the definitiond/ar descriptions of SVCs and the
types of SVCs, in section one. Section two contairigief introduction to Lexical Functional
Grammar (LFG) — the theoretical framework. Sectibree looks more closely at Integrated
Serial Verb Constructions focusing on features Akgument sharingandtense/aspect sharing
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Section four deals with the proposal for the repnéstion of the sharing relationship(s) in C-
(constituent) structure and F-(functional) struetof LFG, and section five is the conclusion of
the paper.

1. Serial Verb Construction (SVC)

Serial Verb Constructions (SVCs) are known to odauvarious languages of the world. The
construction has been observed in five main linguisreas: (i) West African languages
especially Gur and Kwa languages like Dagaare (Bu®997, 2002), Akan (Christaller 1875,
Schachter 1974a, Osam 1994a, 1994b), (i) Africanifbean Creoles such as Sranan (Seuren
1991), (iii) South Asian Languages like Oriya (SaHD01), (iv) South-East Asian languages
such as Chinese (Li 1991), Khmer (Schiller 1991 &hai Diller 2006) and (v) Oceanic, that is
Pacific and Papuan Languages such as Kallam amdbié& (Durrie 1988).

There are various definitions of the term givenviayious writers in the literature with
each focussing on some aspects of the phenomergnhtive found to occur in a particular
language and sometimes presenting them as if thasts' held cross-linguistically. Osam
(1994b: 207) puts it this way: “One of the probleassociated with the study of serialisation
cross-linguistically is that hardly any two writeagree on what the phenomenon is. This is borne
out by the variability in the definitions of sersdtion offered by various writers.” Below is a
sample of the definitions and/or the descriptiohsasialisation offered in the literature:

“Serial Verb Constructions (SVCs) are constructiaiéch contain a series of verbs each
with their own objects.” (Van der Veen 1998: 7)

“A sentence that contains a serial verb constraationsists, on the surface, of a subject
noun phrase followed by a series of two or moré\@irases, each containing a finite
verb plus, possibly, the complement(s) of that Vef®chachter 1974: 254)

“These are constructions in which verbs sharing@mrmon actor or subject are merely

juxtaposed, with no intervening conjunctions. ...i&ererb constructions always contain

two or more predicates. ... While they may require same actor, each verb may have
arguments that are not shared by the other vefbsléy and Olson 1985: 18)

“A sequence of several verbs which act togethexr siagle predicate” (Aikhenvald 1999:
469)

“What we may broadly refer to as ‘verb serialisaticesides in either a combination of
verbs without complements and adjuncts or in a éoation of phrasal items, viz verbs
with their complements and adjuncts, in both casgiéisout overt co-ordinators or sub-
ordinators.” (Sahoo 2001: 1)

“In simple descriptive terms, serialisation is whajppens when two or more verbs are

juxtaposed in such a way that they act as a singldicate, taking a unitary complex of
direct arguments. The verbs are bound togetheastaally and/or morphologically on
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the basis of sharing one or more core argumentsnaitder verb is subordinate to the
other. Typically, in a serial construction, there mo marker of coordination or
subordination, no dividing intonational or morphgilcal mark of a clause boundary and
the verbs cannot have a separate scope of tensel, mspect, illocutionary force, and
negation.” (Durie 1988: 3)

A closer look at the various definitions and/or agdions reveals two possible reasons for the
apparent lack of agreement on what the phenomeh@eralisation is. One, definitions are
prompted by what aspect of serialisation one iceored with at a particular point in time. Two,
writers are tempted to over-generalise. They ma&kiens which hold in the particular language
they are dealing with, but which may not hold ihet serialising languages. This is consistent
with Osam’s observation that in most cases stat&snare made regarding some serialising
languages. When some of such statements are exdmiasely with reference to specific
serialising languages, they are found to be incbiE994b). Be that as it may, there appears to
be agreement, to some extent, on a set of featumeshould serve as the defining characteristics
of serial verb constructions. Below | present wA#henvald (1999: 470) sees as a probable
summary of what may be seen as the defining pregemdf a prototypical serial verb
construction.

() A serial construction has the property of agténpredicate: (a) it refers to a single event;
(b) it functions on a par with monoverbal claugesliscourse; (c) it has a single subject;
(d) verbs in a serial construction often share rotagguments; (e) it has shared
tense/aspect, modality and, often, polarity value.

()] A serial construction has the intonational peaty of a monoverbal clause, and not of a
sequence of clauses.

(I Each of the verbs, which form a serial constion, is an independent morphological
word, and they act together as a syntactic wholgseral construction occupies one core
functional slot in the sentence or clause structure

(V) Serial constructions are monoclausal andvallwo markers of syntactic dependency
between their components. This distinguishes thesm fsubordinate and coordinate
clauses. (This is only valid for languages whicliehexplicit markers of subordination or
coordination.)

(V) Serial constructions can be distinguished frmomplex predicate and other verb + verb
sequences which are syntactically combined, buheedf which can be predicate on its
own. For this reason, complex verb forms like parfar continuous in English are not
serial verbs.

According to Aikhenvald, a prototypical serial vetbnstruction is assumed to have all these
properties. However, She observes, the situatiooften much more complex. Therefore, the
most important point to note is that no one of ¢hebaracteristics is defining per se since
exceptions can be found to each of them.
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1.1 Types of Serial Verb Constructions

As noted above, there is, in the cross linguisterdture on serialisation, the point that two or
more verbs are used to code an event (Bi¥®91; Osam 1994; etc). This phenomenon has a
semantic motivation. Osam (ibid) notes that the eggm foundation of serialisation has to do
with the integration of the subatomic events that @nceived as representing a single event.
The reason a series of verbs in a constructioreatdd as conceptually coding a single event,
even though the verbs originally code separate teyeis that, through the process of
cognitivisation, the events come to be integrated aasingle event. He therefore views
serialisation as a scalar phenomenon where theeegrserialisation is determined by the extent
of semantic integration of the events coded by#res in the construction.

Based on the degree of semantic integration okttemts coded by the verbs in a serial
construction, two broad types of serial construdibave been recognised. These arelthese
chaining type and thentegrated type orSVC proper (Osam 1994). The following are examples
of the two types of serial verb construction frdme Fante dialect of Akan. (1a) is of the clause
chaining type and (1b) is of the integrated type.

(1) a.Ama kyer-r Kofi  kyeker-r no bor-r no.
Ama catch-PAST Kofi tie-PAST 3SGORkat-PAST 3SGOBJ
‘Ama caught Kofi, tied him [and] beatrty

b. Kofi bo-o mpae ma-a Amma.

Kofi say-PAST prayer give-PAST Amma
‘Kofi prayed for Amma.’

The major difference between (1a) and (1b), aschab®ve, is found in the degree of semantic
integration of the events coded by the individuzdbg in the construction. In the integrated type
((1b) above), in which the semantic integratiomesy high, multi verbs are used to code a single
coherent event. On the other hand, in the chaitypg ((1a) above), in which the semantic
integration is lower, multi verbs are used to coddti events which are considered definable
subparts of a bigger event. Therefore, whereakeaniritegrated SVC the verbs are tightly knit
into a single event, in the chaining type the esvemé loosely connected.

The syntax of the two types of serial construdiogflects the difference in the degree of
semantic integration of the subatomic events cobgdthe verbs. The resultant structural
difference between the two types of constructienhat conjunctions can be introduced into the
chaining types to break up the various clausesngottie subatomic events as shown in (2a)
(which is the sentence in (1a) with conjunctionseied between the various clauses). If the
same operation is carried out on the integrated tigp result will be ungrammatical as in (2b)
below.

(2) a.Ama kyer-r Kofi na o-kyekyer-r no na o-bor-r no.

Ama catch-PAST Kofi CONJ 3SG-tie-PAST 3FIACONJI 3SG-beat-PAST 3SG
‘Ama caught Kofi and tied him andab&im up.’
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b. *Kofi b o-o mpae na s-ma-a Amma.
Kofi say-PAST prayer CONJ 3SGSk3e-PAST Amma

The reason sentence (2b) is ungrammatical is bieae tare two verbs in the conjoined clauses.
While the valency requirement of the first vdrb‘say’ is satisfied, that of the second venla
‘give’ is not met. This is not the case in (1b) ewbough they involve the same set of verbs.
Because in (1b) the subatomic events coded byibeverbs are conceptualised as one event,
the arguments in the construction can be sharaetketd the valency requirements of both verbs.

It is possible for the various verbs in the slaghaining type of serialisation to inflect for
different tense/aspect. In the sentence (3a) betbw,first verb in the series is marked for
perfect, the second for progressive and the tlirccénsecutivé.This is another of the features
that distinguish clause chaining from ISVC, sinae independent choice of tense/aspect is
possible in the ISVC, (Foley and Olson 1985: 23)afTexplains the ungrammaticality of (3b)
where the first verb is in the past and the sea@nd is in the perfect.

3) a.Ama a-kyer-r Kofi re-kyekyer no a-bor no
Ama PERF-catch Kofi PROG-te &3BJ CONS-beat 3SGOBJ
‘Amma has caught Kofi and is tying Kep) to beat her.’

b. *Kofi boa-o mpae a-ma Amma

Kofi say-PAST prayer PERF-give
*'Kofi prayed (and) has given Amma.’

That the clause chaining type qualifies as a seoalstruction is sometimes questioned. The
arguments for and against the SVC status of theselghains are so varied that discussing them
will definitely throw this paper off focus. Howevat is worth noting that one could, perhaps,
account for this defective serial construction gyeaing with Aikhenvald (1999), that no one of
the so called defining features of serial verb tmsion is defining per se since exceptions can
be found to each of them. On the other hand, on#dcadopt Osam’s (1994) view, which
appears more elegant. He sees serialisation adaa pbhenomenon where the grading is done on
the basis of semantic integration. This way, we axagount for the two types of SVCs by saying
that the integrated type is higher up the scalesesfalisation and the less integrated clause
chaining is at the bottom of the scale. The problgth Osam’s analysis, though, is that he stops
short of providing examples of other SVCs on thalesbetween the integrated SVC and the
clause chaining SVC.

The focus of the present paper is how to accyratpresent argument sharing in
integrated serial verb constructions. Some pertifeatures of the integrated serial verb
construction will be discussed, in some reasondeétail, in section 3 before the c-structure and
the f-structure representation is presented in sectioBdfore that, | will give a brief overview
of the theoretical framework — LFG in the next s@ct
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2. The Theoretical Framework

Lexical Functional Grammar evolved in the 1980s as alternative to the generative
transformational grammar architecture. This altéveais generally considered to be more
constrained formally and more adapted linguistycédl the expression of language universals
than generative-transformational grammar (Bodom®7126). Bresnan (2001: vii) notes that
“LFG is a theory of grammar which has a powerflgxible and mathematically well-defined
grammar formalism designed for typologically divetanguages.”

As the name suggests, LFG lexicalist in approach; it considers most grammatical
alternations such as the active-passive alterrmationbe lexical and not necessarily syntactic
transformations. This shows that lexical items ardg are considered to be as important as
syntactic structures in encoding grammatical infation. The framework is alsfunctional in
approach; syntactic expressions of participantsrelech as SUBJECT and OBJECT are defined
as primitives. These notions are not defined imgeof variable phrase structure configurations,
as does generative transformational grammar. Tleigns in LFG, grammatical information is
not identified with particular structural forms @kpression, but is viewed as a system of abstract
relaters of expressions to eventualities (Bresn@a@lp Mchombo (1993: 2) notes the non-
derivational nature of LFG and the extent to whithdiffers from GB, in its treatment of
grammatical functions, as follows:

... The theory of lexical functional grammar (LFG)pdets from the theory of GB at the
minimum, in their proposed treatment of grammatiftaictions as basic primitives.
Grammatical functions, under GB, were thus dedlhwi terms of ‘instructions’ or rules
that were function dependent in that they expiicitientioned the change of a specific
grammatical function into another. For example, plassive was stated in terms of an
operation which converts the OBJECT into SUBJECT.

This alternative architecture of grammar is basegarallel structures of as many as five levels:
P-(prosodic) structureg-(semantic) structurea-(argument) structuref-(functional) structure
andc-(constituent) structure. The last three belonth&osyntactic component and so far are the
most developed (Bodomo 1997). Mchombo again mdiefollowing observation:

Within LFG it has been proposed to factor out isgparate components the different
informational structures of language. The theorygehmmar must provide for the

representation of Constituent structure, Functi@tralcture, Semantic role structure and
Discourse structure. It must also provide a prileclpaccount of the manner in which
these informational structures interact. The vaiodormational structures are not all
represented by the same kind of configurations.yTéech involve a different set of

vocabulary and the relations among them are cagtoyederms of structural equivalence
rather than derivation (1993: 2).

The three syntactic components of the theory dustibted in figure 1 (a, b & c). Each level
models a different dimension of grammatical streesteole, functionandcategoryrespectively.
Roles, modelled bya-structure, correspond tthe grammatically expressible participants.
Function belongs to the inner or covert grammatretdtions and is modelled kfstructure.
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Finally, categories, which belong to the outer &uite of forms of expression is modelleddy
structure. Each level has its own distinctive proenice relations characterising the logical
subject, the functional subject and the structstddject. The levels are associated by principles
of functional correspondence (Bresnan 2001).

a. a-structure:  R<Ql....... gn>

[f1] ..... [fn]

b. f-structure: | PRED [...]
SUBJ [...]
oBJ [...]

C. c-structure VP
AN
Vv’ PP
AN
\Y NP

Figure 1The syntactic component of LFG (Bodomo (1997: 27)
The formal model of LFG embodies three generalgiegrinciples (Bresnan 2001: 44):

® Variability, which states that external structure varies actasguages. The formal
model for expressing variability is the c-structufé the c-structure level we can show,
for instance, that some languages are head-imihidst some are head-final,

(i) Universality, which states that internal structures are largelgriant across languages.
The f-structure is the formal model for expressing in&tistructure, and

(iii) Monotonicity, which states that the correspondence betweeructste andf-structure
in LFG be a piecewise monotonic function. Thaftisequires that the internal structure
of language should somehow be transparent in ttegrea structure of language.

In addition to these principles, each of the leviets well-formedness conditions further
constraining them. The-structure, for instance, has two main well-formesh constraints:
completenesand coherence Completeness requires that every function detegnby a PRED
be present in th¢-structure of that PRED. In return, coherence meguthat every argument
function in an f-structure be designated by a PRED. The c-struagaireonstrained by the
universal principle obndocentricityandpredicate argument localityThe functional annotation
found in LFG can be predicted from general prirespbf structure-function correspondence.
There is auniquenesgondition onf-structure, which requires that every attributeenav
unique value. This constraint forbids a singleilattie having non-identical values even though
the reverse is acceptable (Bresnan 2001: 47). @diay the case, a cursory look at the proposed
c-structure for SVCs, reveals a problem loomingédaat the f-structure level. For instance, the
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c-structure for sentence (1b) which is repeatee lasr(4) is shown in figure (2). A functional
annotation of the c-structure yields the structnriggure (3).

4) Kofi ba-o mpae ma-a Amma
Kofi say-PAST prayer give-PAST Amma
‘Kofi prayed for Amma.’

S
/\
NP VP
| T
N VP VP
/\ /\
Vv NP Vv NP
| |
N N
| |
Kofi  bo-o mpae ma-a Amma
Figure 2 A flat C-structure
Si1
/\
(f1 SUBJ) = 1F fs
NF}Z VPfS
| -
f2=fa fa=fs ="Te
N¢a VPss VPBs
/\ /\
fs=1f (EOBJ) =% fe=fo (fe OBJ) = fio
Vf7 NF}g Vfg NPflo
| |
fe = fi1 fio= fi2
Il\"ll |Nf12
Kofi b-o mpae ma-a Ama

Figure 3A C-structure with functional descriptions

The functional annotation on the tree diagram (gestire) indicates that £ f3 fz3 = fsand g =
fe. This implies f and f are each equal tg And together they make up frhat being the case,
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it is clear that there will be two different PRERlwes in the matrix f-structure;ffoecause
which is the same as has a PREDbB’ whilst fg which is the same ag lfas its own PRED
‘ma’. This will lead to a violation of the uniquenessndition alluded to above. It is this problem
that 1 am proposing a solution to, for Akan ISVG@sd hopefully, by so doing, provide a
representation that will work for, at least, th&®éCs that obey the same or similar constraints
cross-linguistically.

3. Integrated Serial Verbs Construction (SVC prope)

My concern, in this paper, is to find out how ISV&sild be represented in thestructure and
f-structure of LFG, especially, relative to tRRED feature, so that the uniqueness condition is
not violated. | will, in this section, look moreoskly at the integrated SVC considering such
issues as argument sharing, tense/aspect shatmdgenerally referred to as constraints on
serialization), since their presence or absenca gonstruction type has implications for the
representation of that construction type in bo#tructure ang-structure.

3.1. Argument Sharing

“All serial verb constructions are heavily constied so that some core arguments are shared by
all the verbs in the series.” (The core argumergstlae basic conceptually necessary arguments
of a verb as entered into its lexical entry.). Thisotation from Foley and Olson (1985: 24)
succinctly captures what writers agree on as orteeflefining characteristics of a prototypical
SVC (Aikhenvald 1999). Bodomo (1997, 2002) separdtdas into the “subject sameness
constraint” and the “object sharing constraint.”"a®s(1994) describes it as the nature of the
relationships that hold between the nominal argusend the verbs that they are associated
with. Argument sharing requires that the verbshim ¢construction share some core argument(s) —
subject and/or object within the construction.

3.1.1Subject Sharing

Subject sharing requires that the verbs in thetoactson share a single structural or functional
subject. In (5a-e) are examples of SVCs from varianguages in which a single subject is
shared by the verbs in each construction.

(5) a.0 da zo wa de la 20 ko ma
3.s PAST run come take FACT. Knife give me
‘S/he ran here and took the knife for me’
(Dagaare; Bodomo, 1997:85)

b.Me da nu du %]

1SG cook (some)thing eat )

“I cooked something and | ate (it)

(Ewe; Seetherg, 1997:70)
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c. Kofi to-o bayere di-ie
Kofi buy-PAST  yam eat-PAST
“Kofi bought yam (and) ate”
(Akan; Van der Veen, 1998: 18)
d. Suk ?aw may maa
Sook take wood come
“Sook brought the wood”
(Thai; Foley & Olson, 1985: 25)
e6 mu twé wa
he take book come
“he brought a book home” (YoruB#&henvald, 1999: 4)

In the sentence in (5a), there are as many asvébs:zo ‘run’, wa ‘come’, de ‘take/use’ andko
‘give’ and all of them take the same subjest:'s/he’. Bodomo notes that “these originally
monadic, dyadic and triadic verbs come togethdotm a newcomplex predicatevhich is now
triadic” (2002:35). | consider that analysis praobsic, at best. As | will explain latter in this
paper, though argument sharing is a common featu®VCs, it has been shown abundantly
(Osam 1994ab, Sahoo 2001, etc), that the verbsserial construction need not share all the
objects in the construction. The sharing relatiwat tharacterizes SVCs is not universal the way
it is presented in the complex predicate analysis.

The requirement that SVCs share a subject comegaipst a problem with one type of
SVC distinguished on the basis of argument shanmmghich the subject of the first verb is not
the subject of the second verb, but the objecheffirst verb is. This type of SVC is known as
switch-subject SVC (Osam 1994, Foley and Olson 198Be following are examples of this
type of serialisation from Ewe (6a) and Akan (6drdjn Bodomo, (2002: 36).

(6) a.Kofi na Ama kpo dokui le ahuhe me (Ewe)

Kofi make Ama see self LOC mirror in
“Kofi made Ama see herself in a mirror”

b. Kofi a-ma Ama a-hwe ne ho w ahwehve mu

Kofi PERF-make Ama PERF-see 3SGPOSS &6fC mirror in
“Kofi has made Ama see herself in the mirror”

c. Kofi a-ma Ama a-hve no Vo ahwehve mu

Kofi PERF-make Ama PERF-see 3SGOBJ LOC ranir in
“Kofi has made Ama see him/her in the mirror”

d. Kofi a-to bo a-bo no

Kofi PERF-throw stone PERF-hit 3SGOBJ
“Kofi hit him by throwing a stone”
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On the basis of the data in (6a-d), Bodomo arghasthese kinds of construction in Ewe and
Akan are not SVCs. Referring to a binding phenomeimoKwa provided by James Essegbey
(Email communication, 1996), which shows that thgsephrastic causatives in Akan and Ewe
are bi-clausal, he concludes that both languageg e binding criterion for which a reflexive
pronoun must be bound to its referential noun endlause. He says, of the sentences in (6a-b),
that the reflexiveneho cannot refer tdkofi. So, he argues, one has to say that it occurs in a
different claus& Contrasting these sentences with (6c), wherentre reflexive pronoumo
‘him/her’ cannot refer téhma(same clause) but can referKofi (different clause), or someone
else that the speaker might have referred to alrdasl noted that these periphrastic causatives
are bi-clausal and cannot count as counter evideme¢he monoclausal subject-sharing serial
verb construction that the subjecthood constraifers to. Finally, he says of the sentence in (6d)
that, though one might argue thmb ‘stone’ is the subject of the second vershit’ (because it

is that which makes final contact with the objes®t, the stone is not the subject but an
instrument of ‘hitting’ which still leaveKofi as the subject of botb ‘throw’ andbo ‘hit’.

Using the data in (7a-d) below, Osam (1994) prssesmat could be considered cogent
syntactic and semantic arguments against the tegden people to consider these sentences as
instances where the direct object of the first vsrthe ‘logical subject’, (Lord 1993: 85) or the
‘semantic subject’ (Sebba 1987: 181) of the seocmttd (even though, unlike Bodomo, Osam
stops short of ruling out the existence of thieetgh SVC)? He observes some problems with the
analyses of the NPbopbaa‘stone’ (7a),adaka nothe box’ (7b),Araba(7c) andaburo‘corn’ as
‘logical subject’ or ‘semantic subject’. The firgtoblem with this analysis, he notes, is that it is
not specified what the labels ‘logical subject’ dsdmantic subject’ are. Secondly, he argues
that treating the direct object in (7) as some kificubject of the following verb overlooks a
very crucial semantic and conceptual feature of tleeb combinations in these serial
constructions. He notes that such verb combina@goedypical instantiations of what it means to
have two or more verbs representing what is conedlgta unitary event. The point is that the
two events in these combinations are the lexiqalesentation of semantically integrated events,
as a result, they do not code separate eventsexample, in (7a), the combinatidaw...t»
‘throw...hit" does not represent separate events. idre combination indicates a single event
that took place. Native speakers in using this doatlon intend to represent the event as a
single happening. This is made clearer when amattés made at questioning various parts of
the sentence in (7a). For example, we could questltatKofi did toEsi as in (8a) and have the
response as in (8b). In (8b), the subject of th& frerb is understood to be the subject of the
second verb because the two verbs code a singh. eve

Osam (ibid) notes that, part of the reason speai@iseive these two verbs as coding a
single event is that, the event of ‘stone throwibg'Kofi is purposive; the stone was thrown in
order that it would hi€si. If it was the case that the stone B#i accidentally, speakers were
more likely to use a complement clause as in (@erathan a serial construction.

(7)  a.Kofi tow-w bobaa bo-o EsP
Kofi throw-PAST stone hit-PAST Esi
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‘Kofi threw a stone at (to hit) Esi’

b. Kofi de adaka no Si-i pono no SO
Kofi take box DEF stand-PAST table DEF on
‘Kofi put the box on the table’

c. Kofi pia-a Araba bo-o famu®
Kofi push-PAST Araba hit-PAST ground
‘Kofi pushed Araba down (to the ground)’

d. Kofi de aburo no gu-u nsu mu
Kofi take corn DEF put-PAST waten i
‘Kofi put the corn into (the) water’

(8) a.Kofi ye-g Esi  den?
Kofi do-PAST Esi  what

‘What did Kofi do to Esi?’

b. a-tow-w bobaa -2 no

3SGSUBJ-throw-PAST  stone hit-PAST 3SGOBJ
‘He threw a stone at (to hit) her.’

(9) Kofi tow-w bobaa ma  2-ko-bo-o Esi

Kofi  throw-COMPL bobaa COMP 3SGOBJ-go-hit-PAST i Es
‘Kofi threw a stone and it hit Esi’

From Osam’s and Bodomo’s analyses, it is clear sbate of the sentences that are sometimes
considered as examples of switch-subject seridd genstruction may not really instantiate the
phenomenon. Be that as it may, the point must bdenthat the examples from these two
languages do not offer good enough evidence base&dhich one could rule out the existence of
the switch-subject SVC (as the case is in Bodonm@97)). For instance, Foley and Olson
(1985:25-26) provide data from various languageghvinstantiate the switch subject type of
SVC. Indeed, they have observed that “there ssgaificant class of serial verb constructions
which require that the object of the first verb and the subgdcanother be coreferential.” Also,
Aikhenvald (1999) and Hale (1991) provide data frdariana and Misumalpan respectively,
proving the existence of switch subject SVCs. Thecuksion ends here, since a detailed
discussion of the issues involved is beyond th@ead this paper.

3.1.20bject Sharing

Object sharing is the situation where verbs in @ake&onstruction share some referentially
identical objects. In Bodomo (1997, 2002), thisaferred to as the “object sharing constraint”,
and in his complex predicate analysis, it is regplithatall the verbs in the series shatlé the
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objects in the construction. However, object shlipimas been shown to be optional (Osam
1994h:202, Sahoo 2001: 157-158). In the Oriya exesnim (10), the objecthaachhafish’ in
(10a) is shared by all the four verlb@Ni ‘buy’, kelaai ‘clean’, bhaaji ‘fry’ and khaaili ‘eat’. In
(10b) however, both verbdhoi ‘wash’ andkhaaili ‘eat’ have their own object and so there is no
object sharing. Although in (10c) both verlthoi ‘wash’ andkhaaili ‘eat’ share the direct
object,maachhdfish’, they each have their own modifiers.

(10) akaali raatire mun maachhaTe KkiNi kedai bhaaji khaaili
yesterday night-PP | fish-a buy clean fry eat-PAST4g
‘Last night, having bought, cleaned anédra fish, | ate it.’
b. mun haata dhoi bhaata khaaili
I hand wash rice eat-PASBG

‘Having washed my hand, | ate rice.’

c.mun maachha-Ti-ku bhalabhaabe dhoi dhire dhe  kaa-Tili
I fish-the-acc well wash slowly slowly cut-PAST'Yg
‘Having washed the fish well, | ¢uslowly.’
(Sahoo 2001:158)

A similar paradigm of SVCs is found in Akan. (11s)similar to (10a) with all the verbs:
‘buy’ ma‘give’ and hye ‘wear’ all sharing the objectnpaboa‘’sandals’. (11b) is also similar to
(10b). In this construction, the NR®kanno ‘the knife’ and ahoma no‘the rope’ are the
respective direct objects of the verbs:‘take’ andtwa ‘cut’. Things are somewhat different in
(11c). Aside from having the NFAkosuaas an object, the verima ‘give’ shares the other

argumentmpaboa‘sandals’ with the preceding vetb ‘buy’. A similar thing happens in (11a)

wherema ‘give’ sharesmpaboa‘sandals’ with the preceding vetb ‘buy’ aside from having

Akosuaas an object. As noted by Sahoo (ibid), the olbjeetd not be shared by all the verbs in
the construction (if there will be any sharing i)t a

(11)  a.Kofi to-o mpaboa ma-a Akosua hy-ce.”
Kofi buy-PAST  sandals give-PAST  Akosua WBAST
‘Kofi bought Sandals for Akosua to wear (it).’
b. Kofi de sekan no twa-a ahoma no.
Kofi take knife DEF cut-PAST rope DEF

‘Kofi cut the rope with a knife.’
c. Kofi to-o mpaboa ma-a Akosua.

Kofi buy-PAST  sandals give-PAST  Akosua
‘Kofi bought Sandals for Akosua.’
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In the Oriya examples in (12a) the objengachhafish’ is shared by the verbshaaji ‘fry’ and
khaaili ‘eat’ only. The third verbgali ‘go’ has its own adverbial modifieskulaku ‘school’.
Again, in (12b), the first verb in the series hiessawn adverbial modifier while the rest of the
verbs in the seriekiNi ‘buy’ andkhaaili ‘eat’ share the objecthakleT‘chocolate’. Note that in
Oriya, the shared object occurs immediately after subject and before all the verbs in the
series, while an unshared object occurs in the tammgnt position of the verbs they belong to,
as can be seen from the sentences in (10) andTf)is somewhat similar to what pertains in
Akan except that in Akan, the shared object ocbets/een the verbs that share it, as in (11b-c),
and maintains the position even when a third veihtroduced into the construction as in (11a).

(12) a.Mun maachhaTe bhaaji khaai skulaku gali.
I fish-a fry eat school-PP go-PAAB'sg
‘Having fried a fish | ate it and went to sch’

b. mun bajaaraku  jaai chakleT KiNi  Khaaili.
I market-PP go chocolate buy &8P 1°sg
‘Having gone to the market | bought chocolatd hate it.’

The discussion so far has revealed that the verbsn SVC do not need to share
arguments if they are not referentially identid&hen sharing becomes necessary, the verbs will
only shareas many referentially identical arguments as they need to satisfy their conceptually
necessary arguments as entered into their lexical entry® (Foley and Olson 1985: 24). For
example, the NPmpaboa‘'sandals’ in (11b) need not be shared by the wealdgive’ if what
was given toAkosuawas not the same as the Niaboawhich was bought. In like manner, the
verb khaalili ‘eat’ in the Oriya example in (10a), needs notrehthe objectmaachha‘fish’ if,
having bought and cleaned the fish, he ate sontettise (a loaf of bread, for instance). The fact
that sharing objects is not obligatory should explahy as many as four different verbs with
different valency requirements can appear to bergh&wvo objects (as in the Dagaare example
in (5a)). In that clause, there are enough objectaeet the valency requirement(s) of each verb
in the series, the highest being two. From thegoireg, | want to conclude that while verbs in a
serial construction require the presence of as nodgcts as they need to satisfy their valency
requirements, they do not ‘worry’ about the preseat other objects whose reference they do
not share, as long as those objects are needethéy\erbs in the construction to satisfy their
valency requirements. For example it is clear théhe Dagaare construction in (5a) the verbs

‘run’ and wa ‘come’ do not share either of the objest® ‘knife’ and ma ‘me’. The verbszo

‘run’ and wa ‘come’ are intransitive and do not become tramsitiecause they are paired with
transitive verbs. This rules out the suggestion ith&VCs, verbs fail to retain their independent
syntactic properties (Van der Veen 1998: 41). Whkatrue, though, is that in SVCs, shared
arguments may not appear in their canonical platescurrence.
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3.2 Tense/Aspect and Polarity Sharing

Apart from argument sharing, another set of featuhat has been recognized to characterize
Serial Verb Constructions cross-linguistically e tsharing of tense/aspect and polarity. The
series of verbs in the construction are usuallyhiwitthe scope of one tense/aspect type and
polarity value. Bodomo puts these together intoTA® (Tense-Aspect+olarity) constraint. |

will discuss these briefly, in this section.

3.2.1Tense/Aspect sharing

In serial construction, there is no independenticsh@f tense or aspect for the verbs in the
construction. Instead, once the tense or aspebeahitial verb or final verb (as in Yimas (Foley
and Olson 1985)) is specified, that of all subsetjer preceding) verbs in the series is/are
automatically specified (Schachter 1974a, Aikhed\d®199, Osam 1994a, 1994b). This means it
is not possible to have the initial verb markedtfue past and the subsequent verbs marked for
the non-past (the future, for example). Any atteraptthat will result in an ungrammatical
sentence. | give examples from two languages beldwase numbered (i) are grammatical
because they have one tense/aspectual type, eauiylscope over that whole construction
while those numbered (ii) are ungrammatical bec#éluseverbs in the various construction have
different tense/aspectual marking.

(13) a.i. ya-bi-taray-mul-kiak. (Yimas, Foley & Olson 1985:23)
3plO-3dIS-loosened-run-remote past
‘They both loosened them and ran away’

ii. *ya-bi-taray-t-mut-n.
3plO-3dIS-loosened-perf-run-pres
‘They both loosened them and are running away’

b.i. Kofi ye-¢ adwuma ma-a Ebo.
Kofi do-PAST work give-PAST  Ebo
‘Kofi worked for Ebo’
ii. *Kofi ye-¢ adwuma a-ma Ebo.
Kofi do-PAST work PERF-give  Ebo (Akan)

Even though the constraint on the independent tsefeof tense/aspect for verbs in a serial
construction appears to hold for all SVC propeffedent serializing languages have different
way of implementing this. For example, as can benskom the data above, in Akan the
tense/aspect marker appears on all the verb(sfinms, however, it appears on the final verb
but has scope over the entire construction.
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3.2.2Polarity sharing

This refers to the fact that in serialization &k tverbs are marked either for the negative or the
affirmative. The term polarity stems from the féwat, generally, negation is contrasted with the
affirmatiive, creating a polarity distinction betere positive and negative. The following are
constructions in which the presence of a negativelyked verb in a sentence with a non-
negatively marked one results in an ungrammatiesce.

(14) a.Mansah  ye-¢ aduane ma-a Mensah.
Mansah prepare-PAST food give-PAST  Mensah
‘Mansah prepared food for Mensah’

b.*Mansah ye-¢ aduane a-m-ma Mensah
Mansah prepare-PAST food PAST-NEG-give Mensah
“*Mansah prepared food did not give Mensah’

c.*Mansah a-n-ye aduane ma-a Mensah
Mansah PAST-NEG-do food give-PAST Mensah
“*Mansah did not prepare food gave Mensah’

d.Mansah a-n-yg aduane a-m-ma Mensah.

Mansah PAST-NEG-do food PAST-NEG-give Mensah

‘Mansah did not prepare food for Mensah'’

In this section | have looked closely at the inéégd SVC, focusing on those features that are
pertinent to the goal of this work. In the nextts®at| will show how the issues discussed in the
foregoing sections can be represented in bothugtstre and f-structure.

4. C-structure andf-structure representation

Bodomo (1997, 2002), treated serial verb constacts complex predicates and represented
them like a discontinuous PRED value (PREDCHAINjresfollowing show.

(25) o da zo wa de la o ko ma

3.s PAST run come take FACT. knife give me
‘S/he ran here and took the knife for me’

[ PRED ‘zo-wa-de-ko <SUBJ, OBJ1, OBJ2>’
SUBJ [PREDO]

OBJ1 [PREDsm]
OBJ2 [PREDmMa]
] (Dagaare; Bodomo, 1997: 85)

Figure 4 A flat f-structure
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As pointed out earlier, the objects in an SVC neetl be shared by all the verbs in the
construction, if there will be any sharing at &laboo 2001: 158). Therefore assumingfan
structure like the one in figure 4 above amountart@mver-generalisation of the sharing relation
in the phenomenon and is bound to run into diffieslwhen faced with a construction in which
some object(s) is/are not shared by the verbs enstries as, indeed, is the case in figure 4.
Taking the Akan sentence in (14a) as an exampteuid be seen with half an eye that assuming
a complex predicate for the verbs and presentiegitin anf-structure like the one in (15b)
translates into the verlyg ‘prepare’ as well asna ‘give’ selectingMensahas their object.
However, it is clear, as argued above, that thés/ar ‘run’ and wa ‘come’ do not selecso
‘knife’ and ma ‘me’ as objects, just as the veyb ‘do’ in (14a) does not seledlensah as an
object. Mensah is an object ofma ‘give’ only, even thoughma ‘give’ shares the other object
aduane'food’ with the verbye ‘prepare’.

Therefore, to represent the sharing relation,oppse to adopt some of the formalisms
used in the literature in the discussion of coaton (Bresnan 2001, Dalrymple 2001), in the
proposed c-structure and f-structure representafit®VCs. This does not mean | am assuming
a coordinate structure for SVCs, but that, in usirgymbol like € (which means ‘member of’)
in the proposed structures, | portray the fact thase verbs with their subatomic events come
together to code what is conceptualised as a sengtat (Osam 1994), of which the individual
verbs are subparts. The underlying assumptionat Serialisation and Coordination could be
regarded as alternative means of representing ptralezed integrated events with the degree of
semantic integration being higher in SVC than inrdinate constructionl propose the phrase
structure rules in (16), which will generate thsetacture in figure 5. The up arrow)(refers to
the mother node whilst the down arrow) tefers to the node itself. So the functional aation
(1 € 1) means this node is a member/subpart of the modeediately dominating it. In the same
way, the annotationt(= ) means the daughter node has the same value agmmaide. For
example, the annotation & |) above the V node, in the c-structure in figuren@ans the head
V has the same value as the maximal projection Wilelwimmediately dominates the V node.

(16) S- NP VR
(SUBJ)=l 1 =1
NP- N [ Det]
1=l t =1
VP; - VP VP
1€ 1€
VP - V NP
1= (rOBJ) =
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/\
(r SUBJ) =1 T =1
NP VR
| -
t =1 L€t L€t
N VP VP
/\ /\
— 1 (OBJ) =1 t=1 1 (OBJ) =1
Vv I\llP Vv |NP
T =1 1=
N N
| |

Figure 5The c- structure

The lexical entries below and the instantiatiorth&f functional annotations in the C-structure in
figure 5 yield the C-structure in figure 6 for tA&an sentence in (17). In this sentence there is
subject sharing. This is shown by the functionahaation [ SUBJ = f] which is above
[NP¢2]. The annotation shows that [NPis the subject of the entire construction whisfSy].

On thef-structure, the shared subject is put inside timetfanal structure of the sentendg {3]

so that the verbs can inherit its properties. Tiieeiitance is shown by the direction of the
arrows in thd-structure.

(17) Kofi to-o bo-o bo-o Amma

Kofi throw-PAST stone hit-PAST Amma
‘Kofi stoned Amma’

(18) Kofi NP  (t PRED) ='kofi
(tNUM) = 'SG’

to V  (tPRED)=t0’' <(SUBJ), (OBJ)>
(1 TENSE) = ‘PAST’

b NP  (PRED) = boo
(tNUM) = 'SG’

bb V  (1PRED) = bo' <(SUBJ), (OBJ)>
(1 TENSE) = ‘PAST’

Amma NP ( PRED) = Amma’
(tNUM) = 'SG’
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f1SUBJ=p if=fs
NP2 VPifs3
| Y
f2=fa fs€ f3
/\
fs=1fz FOBJ = fe=fo 5 OBJ = fio
Vi7 NBsg ) NP 10
fs=fu fi0= fi2
N1 N 12
| |
Kofi to-o o bo-o Amma
Figure 6A c-structure with subject sharing only
B SUBJ § fs | PRED Kofi
NUM ‘SG’
TENSE PAST
( - )
PRED ‘to’ <(SUBJ) (OBJ)>
€: fs f7: | SUBJ []
f]_, f3: OBJ é f]_]_: PRED b00i|
< - NUM SG B >
PRED ‘bo’ <(SUBJ) (OBJ)>
€: fs, for | SUBJ [k
OBJ fo. flz[PRED Ammeﬂ
\ L NUM ‘SG'_| | )

Figure 7 F-structure of SVC proper showing subject sharing
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This leads me to the question of how to show (& d¢kstructure) object sharing of the kind in
(14a), wherana‘give’ is argued to take two objects, the secohdlmich it shares with the other
verby7 ‘prepare’. To this end, | propose to make the ethabject an object of the parent verb

phrase (VB), which branches into the two lower VPs so that daughter VPs can inherit the
object in question. This is shown by the functioaahotation [(f3 OBJ) = f8] which is above
VP;. That annotation indicates that f8, which is thistfNP, belongs to (is the object of) the
parent VP. As a result, its features percolateutjinoto the daughter VPs. That effectively
translates into the object functioning as the dbggcboth verbs in the construction. In the f-
structure, the shared OBJ, like the shared SUBI,b&iin the matrix f-structure so that its
properties can be distributed as the arrows shofgures 10. That way, the representation
captures the fact that the verbs in the constmctoe both independent and dependent.
Independent because they code separate (subat@wecits, and dependent because each
subatomic event combines with (an)other subatorwents) coded by (an)other verbs in
expressing what is conceptually a unitary even(4994). So, what is in the c-structure that
makes it possible for the shared object to occuleurmne VP only even though it is shared by
both verbs? There is nothing in the c-structurd Htates that the shared element should or
should not appear only once. The shared NP occauysooce bufunctionsas the object of both
verbs. This functional information should, therefde in thd-structure and possibly ‘hinted’ at
through the functional annotations of the varioades on the tree diagram (c-structure). In some
other serialising language, it may be necessargpgeat shared objects. In Akan and indeed all
the languages from which | have used examplesismpiper, shared arguments occur only once.
The variability principle, (Bresnan 2001: 44) sgatthat external structure varies across
languages. The formal model for expressing vaiitghg the c-structure. In LFG, the practice is
to factor out the separate components of the granmt@different informational structures and
to map them one onto the other, through functi@matespondence. Therefore, in this case, |
stay faithful to the facts of the language by mgkilme shared NP occur in the first daughter VP
only, as it is in figure 8, and then by means c# thnctional annotation, show its various
function(s). The functional annotion [(f3 OBJ) 7 [i8the matrix VP in figure 8 shows this.

(19) Mansah Ve-g aduane ma-a Mensah

Mansah do-PAST food give-PAST Mensah
‘Mansah prepared food for Mensah’
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/\
fiSUBJ = § 1F f3
NP2 [f:0B3)=£]
VPif3
/\
f2=fa fs€ f3 f6€ f3
Nt 4 VPss VBs
/\
fs="fz NPsg k=fo fe OBJ = fio
V7 Vo NP 10
|
fe=Tfn fi0= fi2
Nf11 N 12
| |
Mansah y-€ aduane ma-a Mensah

Figure 8A c-structure with both subject sharing and obgwring

NUM  SG

SUBJ § fa [PRED Mansah’ |

TENSE PAST

OBJ £ fi:[ PRED aduane’ ]
NUM ‘SG’

PRED Y& < (SUBJ) (OBJ)>
€ |fs f| SUBJ ]
OoBJ E f]_]_: [‘ 1]
f1 f3 — -
< PRED ma’ < (SUBJ) (OBJ1) (OBJ2)> >
SUBJ [ ]

c: f6, ng
OBJ1 fo fi.] PRED ‘Mensaly

i 12|:NUM ‘SG’ j|7
. LoBa2 ffi [

Figure 9F-structure of ISVC with both subject sharing arject sharing
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5. Concluding Remarks

The aim, in this paper, has been to find out hoMdXould be represented in both C-structure
and in f-structure. Based on the fact that objacés ISVC proper need not be shared if they are
not referentially identical (Foley and Olson 19&3sam 1994a, 1994b, Sahoo 2001). | have
shown that the complex predicate analysis, as predan Bodomo (1997, 2002), with all the
verbs in the series sharing all the NPs in the tcoason, is heavily flawed. As | argued, the
complex predicate analysis amounts to an overgksetian of the sharing relation in that it
does not show which arguments are shared by wiadis\and which are not shared. In the
said complex predicate analysis, all the verbshi d¢onstruction are strung together into one
PREDCHAIN which behaves in ways similar to a singlerb. Among other features, the
complex predicate takes a single subject, madelgedsy the subject sharing constraint. It also
takes all the objects in the construction, madeiptsby the object sharing constraint.

The difficulty that comes with this analysis is aiws. Principally, the analysis ignores
the syntactic and the semantic restrictions onctitraponent verbs in the construction. That is
because, in the complex predicate analysis, theithal verbs have their syntactic and semantic
features subjugated and they are incapable of ardmtly selecting arguments, for example.

| have proposed an alternative in which | emphasisefact that, though the individual
verbs come together to convey the overall meanfrifpe entire construction, they do not lose
their individual features completely, as the compleedicate analysis seems to suggest. Rather,
they may retain their ability to select argumertsrieet their conceptually necessary arguments
as entered into their lexical entries, (Foley andgo®, 1985). For example, the vers‘run’
andwa ‘come’ in (15) are intransitive. It beggars beligferefore, for one to suggest that they
are enabled to take objects (as in, share thetshjethe construction) just because they occur in
the same construction with transitive verbs.

In my proposal, | make a shared argument an arguofehe parent VP node on the C-
structure so that its daughter VP nodes can inkiggitNP argument. In the f-structure, | have
proposed putting the shared argument(s) in theixnAtstructure so that its properties can be
distributed, thus capturing both the relative inelegence and the mutual dependence of the
verbs in the construction in expressing what iss@ered a unitary event.

Finally, | noted at the outset that the repredenmtan the f-structure should not lead to a
violation of the uniqueness condition which reqgsiitieat every attribute have a unique value and
so forbids a single attribute having non-identigalues (Bresnan 2001: 47). This potential
problem is dealt with in that each verb in the ¢artion has its owif-structure and not strung
together, as the case is with the complex prediaatdysis. Therefore, there will be no PRED
with more than one value.
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Notes

! The abbreviations used in this paper are: CC wus@lachains, CONJ = Coordinating Conjunction,
CONS = Consecutive aspect, DEF = Definite determif®T = Future tense, NEG = Negation
morpheme, OBJ = Object, PAST = Past tense marlgRFP= Perfect tense marker, POSS = Possessive
pronoun, PROG = progressive aspect, SG singulaBJSt)Subject, PRED = Predicate, SVC = Serial
Verb Construction.

2 Dolphyne (1988), Seetherg and Hellan (1996) havdisaussion of the possible tense/aspect
cormbinations in Akan.

¥ Bodomo (2002: 36-7) acknowledges that if the vieub‘'to see’ is used, the reflexive could refer to
either Kofi or Amma in sentence (a). To the extiat the reflexiveneho refers to Amma, this sentence
can be said to be a very good example of the swiithect serial verb construction. This is becabse
entity that did the seeing it (the subject of teeand verthu ‘see’) Amma is who is also the object of the
first verb ma ‘make’. Unlike (a) which is potentially ambigugu®) has only one interpretation. The
entity that does the cheating is Amma which isdbgect of the first verlmna ‘make’ and the subject of
the second verbu ‘cheat’. This sentence also instantiates the $ustihject SVC.

a. Kofi a-ma Amma a-hu ne-ho
Kofi PERF-make Amma PERF-see 3SGPOSS-self
‘Kofi has made Amma see himself/herself’

b. Kofi a-ma Amma a-bu ne-ho
Kofi PERF-make Amma PERF-cheat 3SGPOSK-sel
‘Kofi has made Amma cheat herself’ (Akan)

* The example sentences Osam gives in support dadrthement for the existence of the switch-subject
SVC type are similar to the causative SVC typeddgyrand Olson 1985, Lord 1993).

® This sentence is another rendition of the senten¢@d), used by Bodomo in arguing against thecwi
subject SVC. The only difference between the twiha (7a) is in the Fante dialect of Akan whild)&
in the Twi dialect. Besides, the two have differaspectual forms.

® | believe Osam will agree that this sentence ibigoous and that in the first reading it is thequatthat
falls and in the second it is the agent that fafter pushing the patient. That translates intéediint
subjects for the two different readings. So ifsitthe second reading the writer has in mind, thes) i
does not instantiate the Switch-subject SVC. Orother hand, if the writer has in mind the firshdeng
then the sentence does represent an instance siitah-subject SVC since the subject of the fiestb
will not be the subject of the second.

" This sentence is an example of the switch-sut§&tE since the subject of the venige ‘wear’ is not
kofi but Akosuathe object of the first verb.

8 Emphasis mine

° This is the subject matter of another paper wisdh preparation.
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